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SUCCESS OF DEEP NEURALNETWORKS

Computer Vision

ÅòDeep residual learning for image recognitionó, He et al., 2016

Text Classificationand NLP

ÅòVery Deep Convolutional Networks for Text Classificationó, Conneauet al., 2017

Game Playing

ÅòMastering the game of go without human knowledgeó, Silver et al., 2017

ÅòCan Deep Networks Learn to Play by the Rules? A Case Study on Nine Menõs Morrisó, 
Chesani, Galassi, Lippi, Mello, 2018



PREVIOUSAPPROACHES: NNSAND CSPS

Use of neuralnetworks and Hopfieldnetworks to solve genericCSPs.

The methodsweregeneral, but the networks topologieshad to be chosen

accordingto the problem, modelinga constraintasconnection betweenneurons

with a specificweight.

It isnecessaryto havea complete knowledgeof the problem.



CAN A DNNLEARNTO SOLVE A GENERAL 
PROBLEMFROM SCRATCH?

ÅWe traineda DNN in a supervisedfashion to constructivelysolve a problem:

givena partial solution, predictthe next feasiblevariable assignment

ÅThe setting isasmostproblemagnosticaspossible

ÅPracticalapplications:

ÅUsing a DNNsto solve a problemby itself

ÅCreate an hybrid system wherethe network guide a searchor itschoicesare filtered by an 

expert system



CASE STUDY: N-QUEENS

ÅPlaceN queensin a NxN chessboard, so that

no queen threatenany other

ÅUsuallythisproblemisrepresentedasN 

variablesthat can assume N possiblevalue



DATASET GENERATION: SOLUTIONS (1/2)

ÅWe havetakenthe 12 asymmetricalsolutionsof the 8-Queens problem

ÅWe haveexpandedthemintothe 92 total solutionof the problem

ÅWe haveiterativelydecomposedthe solutionsin about90,000 partial solutions:

ÅA single queen isremovedfrom the chessboardof a solution: the incomplete chessboardis

a partial solutionthatwill be usedasinput, whilethe removedqueen will be itstarget

ÅStartingwith the 92 complete solution, thisprocedure isapplied to everypartial solution, in 

everypossibleorder



DATASET GENERATION: SOLUTIONS (2/2)

Solution 
(complete or partial)

Input State Target



DATASET GENERATION: TRAINING AND TEST SPLIT

ÅWe havegeneratedthreefamilies of dataset, dependingon whenthe split 

betweentraining and test solutionshasbeendone:

A. The 12 asymmetricalsolutions

B. The 92 solutions

C. The over 90,000 partial solutions

# of training solutions/ # of test solutions= (about) 1 / 3



DATASET GENERATION: TRAINING COUPLES(1/3)

ÅFor eachpartial solutions, thereare manypossibletargets

Åi.e. everyposition of the chessboardisa possibletarget for the emptyboard

ÅWe havegeneratedthreefamilies of dataset (orthogonalto the previous

three) dependingon howwe havemanagedpartial solutionswith multiple 

targets:

ÅUNIQUE: onlyone target (chosenrandomly) iskept. The othersare discarded.

ÅMULTIPLE: Eachpossibletarget iskept, but a differentcoupleismade for eachone.

ÅCOLLAPSED: Eachpossibletarget iskept, assigningto eachone a uniformprobability.



DATASET GENERATION: TRAINING COUPLES(2/3)

Input State PossibleTarget 2PossibleTarget 1



DATASET GENERATION: TRAINING COUPLES(3/3)
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MODEL (1/2)

ÅProblemagnosticrepresentation: arrays of sizeN^2

ÁEachbit isa position on the board.

ÅInput: a partial assignmentof the variables

ÁIf a bit isset to 1, thenitscorrespondingposition isoccupiedby a queen

ÅTarget: the correctassignmentof a variable notyet assigned

ÅOutput: probability distributionover eachpossiblevalueof eachvaribale

ÁEventhe already assignedones!



MODEL (2/2)

Input Target



DEEP NETWORKS AND TRAINING

ÅFull-connected model (not convolutional)

ÅPre-activated Residual Network architecture

ÅMore than 100 layers, alternating 500 and 

200 neurons

ÅThe last one is a softmax classifier

ÅRectifier activation function

ÅUse of drop out

Image from òCan Deep Networks Learn to Play by the 

Rules? A Case Study on Nine Menõs Morrisó


